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Autism is a common condition with often debilitating symptoms, and both the methods and results of behavioral treatments vary widely. It remains largely unknown which patients will respond best to which treatments, which is especially problematic because treatments are time-consuming and expensive. The present study is the first to use predictive data analysis to examine how the outcomes of behavioral interventions targeted at social competence can be statistically predicted from pretreatment measures. The study used five previously collected datasets, including patients aged 5 to 18, and including treatments such as skillstreaming, a Second Step program, and socio-dramatic affective-relational intervention. However, results indicated that by and large, pretreatment measures (other than the same instrument used for the outcome variable) were not predictive of outcomes. Follow-up analyses simulating the effects of treatment on broad populations weakly indicated that socio-dramatic affective-relational intervention would increase externalizing behavior overall, but also slightly increase self-control. Other kinds of pretreatment measures may be necessary to accurately predict treatment outcomes.
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Introduction

This study examined how treatment outcomes for autism can be predicted on the basis of pretreatment variables. Below, there is first described the characteristic features of autism, its significance for society, and what is known about its treatment, particularly how to decide between the many extant behavioral treatments. The section after that discusses predictive data analysis as an approach to addressing the treatment problem, how it differs from more familiar practices of data analysis, and how it can be expanded to an alternative approach to science in general. The introduction is concluded with a summary of this study's methods.

Autism and its treatment

Terms such as "autism", "autism spectrum disorder", "Asperger syndrome", and "pervasive developmental disorder" describe a variety of atypical patterns of behavior characterized primarily by atypical social interaction and secondarily by stereotyped interests, beginning in early childhood and remaining for life (Lai, Lombardo, & Baron-Cohen, 2014). This paper will refer to these conditions collectively as "autism" for short, although many writers distinguish autism per se from other conditions such as Asperger syndrome. About 1 in 160 people worldwide meet criteria for an autism diagnosis (Elsabbagh et al., 2012), comparable to the lifetime prevalence of schizophrenia of about 1 in 140 (McGrath, Saha, Chant, & Welham, 2008). The rate among 8-year-old children in the US is about 1 in 68 (Autism and Developmental Disabilities Monitoring Network, 2014). Diagnoses of autism have increased an order of magnitude since the 1980s (Cavagnaro, 2009), tracking a broadening of diagnostic criteria (Fisch, 2012). The social burden of autism is indicated by such findings as a 2.8 times increased death rate (Woolfenden, Sarkozy, Ridley, Coory, & Williams, 2012) and an estimated cost of $268 billion in the United States in 2015 (Leigh & Du, 2015). Autism and its treatment are regarded as a pressing public health issue.

Behavioral interventions of various kinds are widely used to treat autism, especially in children. (This paper will use the word "children" to refer to adolescents as well as prepubescents.) On the basis of a systematic research review, a panel of experts (Maglione, Gans, Das, Timbie, & Kasari, 2012) voted that there was low to moderate evidence in favor of the effectiveness of therapies from applied behavior analysis to social-skills training. The panel judged there was not enough evidence to compare the efficacies of the different therapies. Similarly, a review of reviews by Seida et al. (2009) concluded that "some form of treatment is favorable over no treatment. However, there is little evidence for the relative effectiveness of these treatment options." (p. 95) Wong et al. (2015) identified 27 different interventions as meeting criteria for evidence-based practice. Importantly, beneficial outcomes of early intervention seem to be maintained for years afterwards (e.g., McEachin, Smith, & Lovaas, 1993; Sallows & Graupner, 2005; Estes et al., 2015).

This paper will be concerned chiefly with the social symptoms of autism, especially in
verbal, high-functioning people, without severe comorbidity or very low intelligence. Broadly, these symptoms can be described as abnormal or missing social engagement, particularly with other people of the same age. Specifically, autistic people tend not to show interest in others, reciprocate the social actions or emotions of others, react to implicit social cues, or interpret or produce nonverbal communicative behavior such as facial expressions and gestures (Attwood, 2000; Otero, Schatz, Merrill, & Bellini, 2015). These deficits seem to stem at least partly from lack of ability rather than mere lack of interest, since in laboratory tests, autistic people show reduced ability to read facial expressions (Baron-Cohen, Wheelwright, & Jolliffe, 1997) or understand non-literal uses of language such as irony (Kaland et al., 2002). As one might expect, a prominent class of treatment for social deficits is social-skills training, in which an instructor teaches everyday social skills such as greeting and making eye contact, often to adolescent or adult patients in small groups (Lerner, White, & McPartland, 2012). Most social-skills training programs include direct instruction, role-playing or other forms of practice, and feedback (Wong et al., 2015). The research base on the effectiveness of social-skills training is still developing, but is considered promising (Miller, Vernon, Wu, & Russo, 2014; Soorya et al., 2014).

A common strategy for behavioral intervention that complicates evaluation is individualized treatment. Clinicians often attempt to adapt autism treatment to the particular strengths and needs of patients. The panel of Maglione et al. (2012) endorsed this practice, and Seida et al. (2009) observed that so did many other research reviews. The need for individualized treatment is suggested by the finding that, as with nearly all treatments for mental disorder, the outcomes of a single treatment vary widely between patients (e.g., Smith, Groen, & Wynn, 2000; Dawson et al., 2010). And yet just as extant research provides little guidance to choosing among the many types of behavioral interventions, it provides little information as to how treatment should differ based on the patient's characteristics.

Many writers have offered suggestions on the basis of qualitative research or case studies as to how treatment could be individualized. For example, Choque Olsson, Rautio, Asztalos, Stoetzer, and Bölte (2016) mention that it could be useful to focus on group cohesion in social-skills training groups for adolescents, whereas snack-time and playacting seem more useful for younger children. Bottema-Beutel, Mullins, Harvey, Gustafson, and Carter (2016) suggest adjusting how much a peer group is told about a patient's diagnosis or symptoms according to the patient's own preferences. And Smith and Sharp (2013) suggest having patients join social groups such as clubs chosen based on patients' personal interests and their degree and kind of sensory hypersensitivity. But these ideas have not been directly tested. More generally, qualitative research gives little indication of which variables such individualization strategies would affect, how strong the effects would be, and how sure we can be that the effects would be in the desired direction.

The practice of individualizing treatment is often taken to entail adjusting the internal features of a single treatment. For example, Stahmer, Schreibman, and Cunningham (2011), pointing out that parenting autistic children can be stressful, discuss the possibility of deciding on the basis of a parent's level of stress whether a given treatment should be administered by the parent or by a clinician. A coarser approach to individualization, which is more closely related to the present study, is to decide which of several treatments (including no treatment) to provide to each person. For example, Stahmer et al. suggest that the Picture Exchange Communication System, a visually focused treatment, may be more effective for children with low ability to initiate joint attention than Responsive Education and Prelinguistic Milieu Teaching, a vocally focused treatment (Yoder & Stone, 2006).
The question of how to treat a given patient takes on additional importance when we consider the costs of treatment. There is a broad consensus that treatment should be intensive, with the panel of Maglione et al. (2012) suggesting that autistic children receive a minimum of 25 hours a week of comprehensive intervention. Multiplying this by the growing number of autism diagnoses implies that providing all recommended treatment would be extraordinarily expensive, in terms of time as well as money. Treatment can still be cost-effective considering that the symptoms of autism can cost society millions of dollars per person (Ganz, 2007; Järbrink & Knapp, 2001). What would be helpful is to be able to predict treatment outcomes, and thus assess cost-effectiveness, on an individual basis.

**Predictive data analysis**

Making treatment decisions on an individual basis is a good candidate for the use of predictive data analysis. With predictive methods, one can estimate variables that are difficult to measure directly, or that are not measurable at all because they involve future events. For example, we would like to predict the outcome of an autism treatment on a given child before actually administering the treatment, so we can decide which treatment is best, how intensive the treatment should be, when the treatment should begin and end, whether treatment should be administered at all (if the symptoms are mild or spontaneous recovery is likely), and so on. In short, we want to make good treatment decisions.

Prediction can be useful, but it involves many subtle difficulties. One of the first difficulties concerns ambiguity in the word "prediction". Typically, when clinical researchers speak of prediction, they say that a theory predicts an overall finding regarding the ordering of variables. For example, the extreme male brain theory of autism predicts that boys are more likely to show autistic traits than girls (Baron-Cohen, 2002). In statistics, however, "prediction" refers to estimating individual values. Naturally, this is generally accomplished with quantitative models. For example, a model might use a child's gender to estimate the child's score on a test of autism symptoms. Notice the change from making assertions about what is greater than what to estimating actual values. There is also a change from predicting overall trends to predicting individual cases; this makes little difference when the only input to a model is gender, but becomes important once many different inputs are available (say, age, family history, and blood levels of a hormone) and each case's combination of inputs is unique, meaning the model must integrate all the data it is given to maximize the accuracy of its predictions. Although prediction was originally the predominant focus of statistics, the rise of mathematical statistics led to the modern concern with testing models and estimating parameters (Geisser, 1993). From a predictive perspective, models and parameters are only a means to an end; the focus is on the dependent variable (DV) and how accurately it can be estimated (Arfer & Luhmann, 2015). In modern times, interest in prediction is keenest in the field of machine learning (e.g., Hastie, Tibshirani, & Friedman, 2009).

This may sound like a reaffirmation of the value of much of the autism research that has already been conducted and is being conducted. However, research in autism, as elsewhere in psychology, tends not to do what would be needed to make good predictions and to tell us how good our predictions will be, even when the investigators themselves use the word "predict". The chief problem is when researchers train and test models with the same data; that is, use the same cases both to estimate model parameters (training) and to evaluate how well the model can predict the DV (testing). This is the statistical equivalent of asking a magician to guess what card
you're holding after he's already seen it, and leads to overfitting, and thus to an overly optimistic estimate of predictive accuracy (e.g., Wasserman, 2004, Theorem 13.15; Myung, 2000; Steyerberg et al., 2001; Hitchcock & Sober, 2004). An evaluation of this kind produces what may be called association (because it quantifies how closely one variable can be associated with other variables) or training error (that is, the error in fitting the model to its own training data). Examining association can be appropriate and useful when testing theories or investigating how a phenomenon can be explained or summarized, but association is distinct from predictive accuracy.

Consider previous applications of predictive methods to autism, specifically, to predict the diagnosis that would be made with a comprehensive procedure using only an abbreviated version of the procedure. This was the goal of Wall, Kosmicki, DeLuca, Harstad, and Fusaro (2012b) and Wall, Dally, Luyster, Jung, and DeLuca (2012a). Wall et al. (2012b) used a dataset of 627 people to reduce the 29 codes of Module 1 of the Autism Diagnostic Observation Schedule (ADOS). They found that alternating decision trees (Freund & Mason, 1999), a streamlined alternative to boosted sets of classification trees, could classify subjects into one of two ADOS diagnoses with accuracy near 100%, using only 8 of 29 codes. Wall et al. (2012a) used a dataset of 966 people assessed with the Autism Diagnostic Interview: Revised and again found that alternating decision trees could predict which of two diagnosis classes subjects belonged to with accuracy near 100%, this time using only 7 of 93 items. However, Bone et al. (2015) pointed out major conceptual and analytic issues with the Wall et al. studies. Most saliently, Wall et al. used extremely imbalanced data, in which only a few subjects were not diagnosed with autism (e.g., in Wall et al., 2012b, the training set had 891 positive cases and 75 negative cases [8% negative], and the two test sets together had 1,976 positive cases and 17 negative cases [less than 1% negative]). This means that a trivial classifier, predicting a positive diagnosis for every subject, could have achieved accuracy comparable to that of the alternating decision trees. Bone et al. went on to fail to replicate Wall et al.'s results for both instruments when using improved analytic methods.

Macari et al. (2012) and Chawarska et al. (2014) considered another predictive problem in autism: using measurements of children at one age to predict diagnoses at a later age. Macari et al. (2012) used classification trees to predict autism diagnoses at age 2 using the ADOS administered at age 1. They achieved an accuracy of 81%, a substantial improvement over the base rate of 60%. However, this accuracy was the best result of 14 separate cross-validation loops with different tree sizes, so it may be inflated by overfitting; accuracy on a new dataset, for which an optimal tree size has not been chosen, would likely be worse. Chawarska et al. (2014) used classification trees to predict autism diagnoses at age 3 using the ADOS administered at age 1½. They avoided repeating the mistake of Macari et al. (2012) by estimating accuracy on a separate validation set after choosing the tree size. The accuracy came out to 77.3%, identical to the base rate in the validation set, meaning that the fitted tree was no more accurate than simply predicting that no subjects at all would be diagnosed with autism.

The aforementioned studies represent the state of the art for predictive data analysis in the study of autism using data from traditional psychometric methods. Bone et al. (2015) conducted new analyses to check the claims of the Wall et al. studies, but did not succeed in finding a model that could accurately predict diagnoses using only a few items, as Wall et al. had hoped. Similarly, Chawarska et al. (2014) improved on the methods of Macari et al. (2012), but achieved accuracy no better than baseline.

More success has been achieved using high technology such as eye tracking and brain
imaging. For example, Campbell, Shic, Macari, and Chawarska (2014) clustered 20-month-old autistic children on the basis of eye tracking while watching videos. Subjects in clusters with greater attention to the depicted scene and the speaker's mouth were more likely to be verbal and high-functioning at age 3. Just, Cherkassky, Buchweitz, Keller, and Mitchell (2014) had autistic adults and matched controls think about 16 social scenarios under functional magnetic resonance imaging (fMRI). Naive Bayes classifiers assessed in leave-one-out cross-validation could correctly identify all but one subject's group on the basis of the fMRI data. Finally, Crippa et al. (2015) collected kinematic data from autistic children ages 2 and 4 and an equal number of controls while they reached for an object, picked it up, and dropped it. A support vector machine obtained leave-one-out classification accuracy of at least 75% for any number of features included in the model. However, notice that, like the aforementioned studies using the ADOS and interviews, these studies considered the prediction of diagnoses and symptoms exclusively. The present study is the first to focus on predicting treatment outcomes on the basis of pretreatment measures.

What, then, is the right way to estimate predictive accuracy? The key idea is to check what value a model produces for a case when it has not been trained using that very case. The simplest way to do this is to train the model on one group of cases and look at its predictions for a different group of cases. This is the technique used by Chawarska et al. (2014), who chose 20% of their sample to hold out as a validation set: the model was trained on the remaining 80%, then made predictions for the validation set. Another approach is cross-validation, which uses the same data for both training and testing, but not at the same time. Instead, the data is randomly partitioned into a number of subsets called folds, often 5 or 10 of them, and then each fold in turn is treated as a test set while the rest of the data is used for training, with the model-fitting being carried out independently each time. Cross-validation effectively gives one a much larger test set than setting aside a single validation set, although it is computationally slower and estimates a subtly different notion of test error (see Hastie et al., 2009, p. 254). Importantly, if one uses cross-validation to set a tuning parameter, as Macari et al. (2012) and Chawarska et al. (2014) did to choose tree size, one must use an outer round of cross-validation or a separate validation set to avoid having one's estimate of predictive accuracy be optimistically biased from any overfitting of the tuning parameter.

To be sure, there have been success stories in predictive data analysis, where the optimistic bias of overfitting was avoided and good accuracy was achieved. For example, Li, Wileyto, and Heitjan (2011) attempted to predict whether subjects still smoked 1 year after a 10-week smoking-cessation program. A logistic-regression model using sex, treatment condition, and a questionnaire test of nicotine dependence achieved a (bootstrap-corrected) area under the curve (AUC) of .50, which is no better than that of blind guessing. But when the authors added to this model a variable indicating whether the subject had been smoking at the end of treatment, the AUC increased to .74. Zhang, Wang, Zhou, Yuan, and Shen (2011) used variables from brain imaging and analysis of cerebrospinal fluid to distinguish people with Alzheimer's disease and mild cognitive impairment from controls. A support vector machine achieved a cross-validated accuracy of 93% for distinguishing Alzheimer's-affected from controls in a sample with a base rate of 50%. Some other examples of successful uses of neuroimaging and predictive methods to predict treatment response for mental disorder include Gong et al. (2011), which predicted response to antidepressants; Costafreda, Khanna, Mourao-Miranda, and Fu (2009), which predicted response to cognitive-behavioral therapy for depression; and Ball, Stein, Ramsawh, Campbell-Sills, and Paulus (2014), which predicted response to cognitive-behavioral therapy for...
generalized anxiety disorder and panic disorder.

More broadly, predictive data analysis is not just the correct method to answer a special class of questions in applied scientific research, namely, where there is a preexisting interest in estimating what subjects will do ahead of time. It also represents an alternative, mostly untapped approach to science in general, especially when the object of study is an extremely large and complicated system, such as human behavior, as opposed to, say, a pendulum (see also the discussion in Arfer & Luhmann, 2015, and Arfer & Luhmann, 2016). A predictive approach to science suggests, instead of the usual goals of testing theories and elucidating internal mechanisms, building accurate predictive algorithms. There is an increased emphasis on observables, in preference to theoretical constructs. The focus changes from understanding how things work to understanding what things do, from the internal structure of an entity to its effects on observable features of the world.

*Predictivism*, as we will call this philosophy, is motivated by two basic ideas. One, an understanding of internal mechanisms may be neither necessary nor sufficient for prediction. In particular, the models or theories that are most tenable as the explanation of a system—that best describe the data-generating process—may not be the best at predicting the system's outputs. Even a model with known-false assumptions may be more predictively accurate than a more realistic model (Domingos & Pazzani, 1997). Intuitively, this should be more likely for systems with more internal complexity. Two, there is value in pursuing the sort of understanding that constitutes being able to, as Watson (1913) said, "predict and control" a system, not to be able to accurately explain how it works. If we can predict and control the behavior of organisms, but do not know how their brains and cognitive architectures actually translate inputs to outputs, then we are in a sense wiser (and practically better off) than if we knew all about brains and cognitive architectures, but the organisms remained unpredictable and uncontrollable.

Predictivism was originally discussed in Arfer and Luhmann (2015). This study considered the question of what models to use to predict behavior in a simple laboratory task involving intertemporal choice, that is, decisions about delayed rewards. While many models had previously been proposed and evaluated for intertemporal choice, they had mostly been evaluated on the basis of association or theoretical concerns. By considering predictive accuracy instead, we found that a wide variety of models are accurate, showing that longstanding modeling controversies in intertemporal choice are in fact somewhat overblown. In Arfer and Luhmann (2016), we took the idea of prediction of intertemporal choice further by using a similar laboratory task to generate predictor variables, but rather than predicting different trials of the same task, we tried to predict self-reports of behavior in real-world domains of intertemporal choices such as saving and debt. As we had argued in Arfer and Luhmann (2015), "After all, predicting behavior in laboratory tasks is only interesting insofar as laboratory behavior relates to real-life behavior." (p. 339) Arfer and Luhmann (2016) also differed from Arfer and Luhmann (2015) in that models were fit between subjects rather than only within subjects. The results were less positive, indicating that laboratory tasks of intertemporal choice had little to no utility for predicting real-world decisions. However, the ad-hoc and entirely self-reported DVs of Arfer and Luhmann (2016), and the use of only a single kind of predictor variable, may have made it difficult to find good predictive accuracy.

**The present study**

The present study reanalyzed previously conducted studies of social-skills training for
autism from a predictive perspective. The intention is to contribute to practical knowledge of the treatment of autism while also advancing the predictivist program of research described above. In fact, this study is the first to examine predictively the question of treatment outcomes for autism. It goes further than Arfer and Luhmann (2016) by considering a wider variety of predictors, by using previously established psychometrically validated tests, by including a randomly assigned treatment in some cases (allowing for the investigation of the prediction of casual effects), and considering a more applied setting and research question in general.

The study considered as outcome variables several measures of possible practical interest, from overall measures of symptomatology such as the Social Responsiveness Scale to specific measures such as the tendency to make hostile attributions in hypothetical situations. It employed several kinds of statistical models and make available all the measured variables possible as inputs to them, not out of theoretical considerations but to maximize the chances of finding a predictively useful model. (The study has favored behavioral measures over neuroimaging, hormone assays, and other physiological measures because they are less expensive and easier to use and therefore are more useful when they are predictively accurate.) The final results are in terms of predicted outcomes of the various treatments and the expected accuracy of these predictions, both for actual subjects who received a different treatment and for hypothetical populations of subjects. The analyses attend to issues raised by the findings of Bone et al. (2015) and Chawarska et al. (2014), such as the need to evaluate predictive accuracy relative to appropriate baseline measures. The methods improved upon the methods of Wall et al. (2012a), Wall et al. (2012b), Bone et al. (2015), Chawarska et al. (2014), and Macari et al. (2012) by considering a variety of models, beyond tree-based learners alone.
Data sources

Studies

The data for the analyses comes from five previously conducted empirical studies by Matthew D. Lerner, who provided the data. (Another study, called Norfolk, was planned for inclusion, but it turned out that no more than 4 subjects' worth of data was available for most measures, so this dataset was excluded.) Each study examined the effect of one or more interventions to increase social competence in children who were, in general, autistic. See the next section for full names and descriptions of the measurement instruments mentioned here. All samples were convenience samples to which various exclusion criteria, not discussed here, were applied. Instruments not used for analysis are not mentioned. Four of the five studies examined treatments that spanned multiple sessions over the course of several weeks. In each of these studies, one of the interventions considered was socio-dramatic affective-relational intervention (SDARI; Lerner, Mikami, & Levine, 2011; Lerner & Mikami, 2012), a set of group activities that focus on practicing social skills. When a comparison intervention was present, it focused on explicit knowledge and direct instruction of social skills, rather than practice. Subjects participated in these interventions in groups, not always all in one group, and along with other autistic children of similar age who were not subjects of the same study. The fifth study, Knowledge or Performance, compared the effect of just 20 minutes of training between two types of training.

The study Spotlight 2007 (Lerner et al., 2011) examined children ages 11 to 17 who had been diagnosed with high-functioning autism by a physician, or had such a diagnosis included in an Individualized Education Program (IEP; 34 CFR § 300.320), a document that describes the educational needs of a disabled student. Of 17 subjects, 9 received SDARI during the study period and 8 did not, 4 of whom had received SDARI at an earlier time; these conditions were not randomly assigned. Before the study period, parents completed the DHF (from which, in the case of this study, only the genders and ages of subjects were available). At 7 measurement sessions at 3-week intervals, the DANVA-2, BDI-Y, EDI, SRS, and SSRS-P were administered. The CBCL was administered every other session. Treatment was administered to the treatment group in the middle 6 weeks of this 18-week span. Hence, for most instruments, there were 3 pretreatment administrations, 1 mid-treatment administration, and 3 posttreatment administrations, whereas for the CBCL, there were 2 pretreatment and 2 posttreatment administrations.

The studies Spotlight 2008 and Spotlight 2010 examined children ages 9 to 18 who were already enrolled in a summer program for improvement of social competence, and therefore had some kind of social deficit. All subjects participated in SDARI, with no comparison group. For this paper, data was obtained for 9 subjects from the 2008 wave and 30 subjects from the 2010 wave, not counting 12 subjects (9 from 2008, 3 from 2010) who were missing on all posttreatment measures, and 1 subject from 2010 who was missing on most pretreatment measures. Before treatment, parents completed the DHF. Before and after treatment, the SAS,
SRS, HAQ, SSRS-S, and SSRS-P were administered. There were 6 weeks of treatment.

The study Charlottesville examined children ages 9 to 14 diagnosed with Asperger's syndrome or high-functioning autism. Of the 13 subjects, 7 were randomly assigned to receive SDARI and 6 received skillstreaming. Skillstreaming is a treatment that differs from SDARI in that it focuses on the direct instruction of social skills, ignorance of which is hypothesized to be the cause of social deficits in autism (Goldstein & McGinnis, 1997). Before treatment, parents completed the DHF and SCQ. Before and after treatment, the SAS, SRS, HAQ, SSRS-S, SSRS-P, and PCToMM-E were administered. Treatment for both conditions comprised 5 weekly hour-and-a-half sessions. All subjects in each condition were in the same therapy group.

The study Knowledge or Performance examined children ages 9 to 17 with a diagnosis of high-functioning autism listed in their IEPs or reported by their parents. The 40 subjects were split into 10 groups of 4 by age, gender, and intelligence; each group of 4 was split into two dyads; and each dyad was randomly assigned to one of two training conditions, knowledge training or performance training, such that each group of 4 had one dyad in each condition. Before any dyadic interaction, the DHF, ADOS (module 3 or 4), DANVA-2, CABS, DMQ, SCQ, SCT, SEL, and WISC were administered. (If subjects consented, they completed the DANVA-2 under electroencephalographic recording. However, electroencephalographic data was not analyzed in this study.) Then the subjects in each dyad met. They were given 10 minutes to interact freely, then received 20 minutes of training, then were given another 10 minutes of free interaction. In the knowledge condition, the trainer discussed basic social skills such as greeting and expressing emotions, and solicited answers to questions about hypothetical situations, but did not solicit any practice. In the performance condition, the trainer had subjects play social games such as group storytelling, but provided no instruction on social skills themselves. Behavior during the free-interaction periods was coded with the SIOS. Finally, subjects completed the DANVA-2 (without electroencephalography) and the SEL again.

Measures

Here is described each instrument present in the five datasets and how these instruments were used to create the specific variables used for analyses. They are in alphabetical order except that the basic demographic instrument is first. Most instruments, administered before treatment, were used only to create independent variables (IVs; the term is meant in the statistical sense, meaning "predictors", not in the experimental sense, meaning "manipulated variables"). The variables used for DVs are listed below in the section "DV s" for convenience.

Guardians of all subjects completed a developmental history form (DHF). This form included a variety of questions about the subject as well as the subject's parents, which were used to create IVs as follows:

- Gender was binary-coded.
- Age, in years, was left as-is.
- Race was ignored because 86 of 95 non-missing values were "Caucasian".
- Likewise, an item concerning the kind of guardian filling out the questionnaire was ignored, because 91 of 104 non-missing values were "Biological mother".
- Number of siblings was coded into two binary variables: whether the subject had exactly one sibling, and whether the subject had more than one sibling.
- Parent education was coded into a binary variable indicating whether at least one parent had an advanced graduate or professional degree.
- Parent employment status was coded into a binary variable indicating whether at least one parent was a stay-at-home parent.
- Household income was left in its original response format, which assigned "Less than $10,000" to 0, "$10,000 to $20,000" to 1, "$21,000 to $30,000" to 2, and so on up to "$91,000 to 100,000" to 9, then "$101,000 to 150,000" to 10, and "More than $150,000" to 11.
- Parent relationship status coded into a binary variable indicating whether the subject's parents were together.
- School type was coded into a binary variable indicating whether the subject attended public school.
- Number of medications taken by the subject was capped at 5, because of two apparent outliers at 8 and 16.
- Number of previous interventions received by the subject was used as-is.
- Family history of developmental disorders was coded into two binary variables: one indicating whether a biological parent or (half-)sibling was affected, and one indicating whether a blood relative other than those was affected.
- Diagnoses received by the subject were coded into 7 binary variables, which respectively indicated diagnoses of a learning disorder, an anxiety disorder, attention-deficit disorder, autism per se, Asperger syndrome, a pervasive developmental disorder not otherwise specified by the DSM (PDD-NOS), and anything else.

The Autism Diagnostic Observation Schedule (ADOS; Lord et al., 2000, 1st edition, is an interview procedure used primarily for diagnosing autism. It comprises four different modules (versions) to suit different ages and levels of language ability. The procedure takes about half an hour. Depending on the module, subjects may be asked to play with toys, tell a story, or answer questions about their emotions and social lives. Observations on several dimensions of behavior, such as "unusual eye contact" and "emphatic or emotional gestures", are coded from 0 to 3 indicating the degree of evidence of autism-related abnormality, and these codes are combined to form integer ratings on three subscales: communication, social skills, and stereotyped behavior and repetitive interests. The present study used these subscale scores as IVs.

The Beck Depression Inventory for Youth (BDI-Y) is a self-report measure of depression (Stapleton, Sander, & Stark, 2007). It includes 20 items, rated on 4-point scales from never to always, regarding negative views of oneself and the world, hopelessness, and physiological symptoms of depression. The respondent's score is simply the sum of the item responses. To reduce skew, the present study added 1 to scores and then took the square root.

The Children's Assertive Behavior Scale (CABS; Scanlon & Ollendick, 1985) is a self-report measure of the tendency to be assertive; that is, to be neither excessively passive and submissive nor excessively aggressive in social interactions. Each of the 27 items describes a situation such as "You feel insulted by something someone said to you" and asks what the respondent would usually do. The 5 response choices for each item range from very passive (coded as −2) to very aggressive (coded as 2). The sum of the absolute values of response codes measures unassertiveness (with lower score indicating higher assertiveness), and the negative and positive responses can be summed separately to yield indices of passivity and aggression. The present study used the passivity and aggression scores as IVs, dichotomizing aggression as zero versus nonzero.

The Child Behavior Checklist (CBCL) is an informant questionnaire (with all informants in our data being guardians) covering a wide spectrum of mental disorder (Ivanova et al., 2007).
There are 119 items, each describing a concrete symptom, which, contrary to the use of the term "checklist", are rated from 0 (not true) to 2 (very true or often true). The items are grouped into 8 syndromes: Anxious/Depressed, Withdrawn/Depressed, Somatic Complaints, Social Problems, Thought Problems, Attention Problems, Rule-Breaking Behavior, and Aggressive Behavior. The present study used the sum for each syndrome as an IV.

The Diagnostic Analysis of Nonverbal Accuracy 2 (DANVA-2; Nowicki & Carton, 1993; Nowicki & Duke, 1994) tests children's accuracy of reading basic emotions and expressing basic emotions through facial expressions, gestures, and paralanguage (nonverbal features of speech, such as tone of voice). There are 7 subtests, which respectively test interpreting facial expressions, interpreting whole-body postures, interpreting hand and arm gestures, interpreting paralanguage, producing facial expressions, producing hand and arm gestures, and producing paralanguage. In the interpretation tests, subjects have to identify which of a few different basic emotions (e.g., anger) is being portrayed. The subject's score is the number of items correctly identified. For IVs, the present study used scores on four domains of interpretation: adult voices, child voices, adult faces, and child faces.

The Dimensions of Mastery Questionnaire (DMQ; Morgan et al., 2015) is a measure of mastery motivation, "the intrinsic drive to explore and master one's environment" (p. 3). The version used in Knowledge or Performance was completed by guardians and had 6 questions rated from 1 (not at all typical) to 5 (very typical). The present study used as an IV the total score, which is the sum of the item ratings, with the last item reversed.

The Emory Dyssemia Index-Revised (EDI; Duke & Nowicki, 2005, p. 41) is an informant-report measure of nonverbal language deficient (dyssemia). The 42 items are grouped into 7 subscales of 6 items each: Gaze and Eye Contact, Space and Touch, Paralanguage, Facial Expression, Objectics, Social Rules/Norms, and Nonverbal Reciprocity. Each item describes an unusual behavior, such as "Seems tactless" or "Clothing is not fastened correctly", and is rated from 1 (never) to 5 (very often). The subscale scores and total score are sums of item ratings. The present study used the subscale scores as IVs.

The Hostile Attribution Questionnaire (HAQ) measures how children interpret ambiguous negative social situations, such as getting milk spilled on them. (Lerner, Calhoun, Mikami, & De Los Reyes, 2012, uses a similar but not identical instrument of the same name.) For each of 4 situations, the subject rates a statement making a hostile attribution ("that kid is a mean person"), a statement that something is wrong with the subject ("you are not well-liked"), and a neutral statement ("that kid wasn't looking and didn't see you") on a scale from 1 (strongly disagree) to 5 (strongly agree). The subject also rates how angry and sad they would be from 1 (not at all) to 5 (very much) in each situation. The ratings for each statement type and feeling are averaged across the 4 situations to yield overall agreement with each statement type and overall anger and sadness. The present study used these overall scores as IVs.

The Perception of Children's Theory of Mind Measure—Experimental Version (PCToMM-E; Hutchins, Bonazinga, Prelock, & Taylor, 2008) is a guardian-report measure of children's theory of mind, that is, their capacity to infer and reason about their own mental states and the mental states of others. For each of 33 statements, the guardian indicates agreement with a statement such as "My child can communicate to me that s/he wants something" by marking a horizontal line with endpoints labeled definitely not and definitely. The total score, which the present study used as an IV, is the mean of the distances of the respondent's marks from the left endpoints, with distances scaled such that the left endpoint is at 0 and the right endpoint is at 20.

The Social Anxiety Scale (SAS) is a self-report measure of anxious feelings in social
situations. There are two versions, which differ only in wording: one for children ages 7 to 13, the Social Anxiety Scale for Children—Revised (La Greca & Stone, 1993), and another for older children, the Social Anxiety Scale—Adolescents (La Greca & Lopez, 1998). The SAS has 18 items in 3 subscales (Fear of Negative Evaluation, Social Avoidance and Distress in General, and Social Avoidance and Distress Specific to New Peers or Situations) and 4 filler items, each rated from 1 (not at all) to 5 (all the time). Subscale scores, which the present study used as IVs, are computed as sums of item ratings.

The Social Communication Questionnaire (SCQ, formerly the Autism Screening Questionnaire; Berument, Rutter, Lord, Pickles, & Bailey, 1999) is an informant-report measure of autism symptoms, such as circumscribed interests and lack of interest in other children. The 40 items are each rated as yes or no and the number of yes answers is counted to yield an overall severity score, which the present study used as an IV.

The Social Creativity Tasks (SCT; Mouchiroud & Lubart, 2002) measure children's ability to think of original solutions to solving social problems. The subject considers two hypothetical social problems and is asked to produce as many original ideas for solving the problem as possible. One problem ("Peers") has the subject try to convince two other children to let the subject join a game. The other ("Dyad") has the subject try to convince a friend to play a game the subject likes instead of a different one. Each subject's score for each hypothetical social problem was the sum of originality scores for each idea they mentioned, with originality scores ranging from 1 to 7 and rated by condition-blind research assistants provided with anchor responses selected by 4 clinical experts. Two raters rated each subject, so the present study used the mean of the ratings as an IV.

The Social Responsiveness Scale (SRS; Constantino et al., 2003) is an informant-report measure of autism symptoms, such as difficulty communicating feelings and inappropriate laughter. The 65 items are rated from 1 (not true) to 4 (almost always true). There are five subsets of items (Social Awareness, Social Cognition, Social Communication, Social Motivation, and Restricted Interests and Repetitive Behavior), but the test's authors discourage the use of subscale scores in favor of the overall severity score, which is simply the sum of the item ratings with some items reversed. The present study used the subscale scores as IVs.
The Social Skills Rating System (SSRS) measures social skills, problem behavior, and academic competence with forms varying by rater (self, SSRS-S; or parent, SSRS-P) and the grade level of the subject (Demaray et al., 1995). Social skills are divided into the subdomains of assertion, cooperation, self-control, empathy (self-report form only), and responsibility (parent form only). Problem behavior is divided into externalizing, internalizing, and hyperactivity (preschool and secondary levels only). The various forms have from 34 to 57 items, each of which is rated 0 (never), 1 (sometimes), or 2 (very often). Raw scores are computed by summing item ratings. For IVs, the present study used assertion, cooperation, self-control, and empathy from the SSRS-S, and assertion, cooperation, self-control, responsibility, externalizing, and internalizing from the SSRS-P.

The Wechsler Intelligence Scale for Children (WISC; Williams, Weiss, & Rolfhus, 2003) is a general-purpose intelligence test of which Knowledge or Performance used two subtests. The Vocabulary subtest has subjects produce names for pictures. The Matrix Reasoning subtest is a matrix-analogy task similar to Raven's Progressive Matrices. the present study used the sum of raw scores on both subtests as an IV.
Analyses

All analysis code can be found online at http://arfer.net/projects/pelt.

Models

For each combination of a DV with a set of IVs, the present study evaluated the accuracy with which six different models could predict the DV given the IV. These analyses are the primary analyses, presented in the section of that name below. Using several models helps to check whether obtained accuracies can be improved with a more complex model (due to underfitting) or a less complex model (due to overfitting). The first three of these models are baseline models, present for comparison, whereas the other three, the critical models, are the models of chief interest. The Python package scikit-learn (Pedregosa et al., 2011) was used to fit all models.

A trivial model is particularly important for comparison purposes. A "trivial model" refers to a model that, given a training set, guesses a constant value for the DV, ignoring all IVs. Here the appropriate constant value is the median of the DV, since predictions are evaluated with mean absolute error (MAE). The benefit of including a trivial model is that its predictive accuracy provides a baseline. If a nontrivial model is not substantially more accurate than the corresponding trivial model, then the nontrivial model and its set of IVs are not helping to predict the DV (see the discussion of Wall et al., 2012a, and Wall et al., 2012b, in the introduction).

Where possible, it had been planned to use ordinary least squares (OLS); that is, plain multiple linear regression. OLS is a general-purpose data-analytic technique that figures largely in research on autism, not to mention scientific research generally. However, when the data is wide (that is, when there are more IVs than cases, or equally as many), OLS is unidentifiable (or just identified), and the data turned out to be wide for every primary analysis described below. OLS was still used with subsets of the IVs, which included only:

- Pretreatment measures of the same instrument used as a DV for the analysis in question
- Treatment condition
- In the amalgamate analysis (Table 1), dummy variables indicating which study each subject participated in

This model, called OLS-Reduced, provides another baseline for predictive accuracy, showing how well a DV can be predicted with no pretreatment variables beyond grouping variables, the treatment, and the pretreatment administration of the same measure.

Penalized linear regression models arise from the insight that by biasing regression coefficients towards 0 (that is, "penalizing" values that are large in absolute value), test error can be reduced although training error is increased, by reducing overfitting of the coefficients. Penalized methods not only make it possible to use linear regression in problems with more IVs than cases, but also tend to achieve greater predictive accuracy than OLS. Two of the most popular penalized regression methods are ridge regression, which penalizes proportional to the
sum of squares of coefficients, and the lasso, which penalizes proportional to the sum of absolute values of coefficients. The present study used elastic-net regression, which is a generalization including both ridge regression and the lasso as special cases. A tuning parameter controls the relative strength of the ridge and lasso penalties. Three elastic-net models were used, distinguished by the IVs made available to them:

- **ENet-Reduced**, which uses the same reduced dataset as OLS-Reduced. This model, too, is included as a baseline.
- **ENet-Main**, which uses all IVs available for the problem, as main effects only.
- **ENet-Interact**, which uses all IVs available for the problem as main effects, plus every possible first-order interaction. This increases the number of regression terms dramatically ($n$ main effects yield $n(n - 1)$ first-order interactions before redundant terms are removed), but not as much as including every possible interaction ($n$ main effects yield $2^n - (n + 1)$ interactions).

Finally, the analyses include random forests (Breiman, 2001), which grow a decision tree for each of many bootstrap samples of the training data, then make predictions for new cases by aggregating the predictions of the trees. The use of decision trees makes random forests flexible, capable of exploiting nonlinear patterns that the aforementioned regression models cannot, whereas the use of bootstrapping counters against the tendency of single trees to overfit. The random-forest model for each problem, which uses all available IVs, is called RF. It uses 500 trees per forest and it uses a mean-squared-error criterion to choose splits.

**Data processing and cross-validation scheme**

All non-dichotomous IVs were standardized to have mean 0 and SD $\frac{1}{2}$ (Gelman, 2008). Standardization is necessary so that, for example, the penalty term of an elastic-net model treats all IVs equally regardless of their original scales.

There was a small amount of missing data among the included subjects. Collapsing across subjects, 61 of 4,651 IV values (1 in 76) and 69 of 1,324 DV values (1 in 20) were missing. Subjects missing on a DV were simply excluded from each analysis using that DV. Missing IVs were imputed (after the standardization step) using the Soft-Impute matrix-completion algorithm of Mazumder, Hastie, and Tibshirani (2010) as implemented in the Python package fancyimpute; imputed values for dichotomous variables were rounded to 0 or 1. (The primary analyses were also run using the simpler imputation technique of replacing missing values with column medians. This produced similar results.)

It was checked that Soft-Impute was accurate for the data used in the primary analyses by randomly ablating the data and examining Soft-Impute's estimates, as follows. For each of the four full sets of IVs used in the primary analyses, 1 in 30 randomly selected non-missing values were set to missing, and then the dataset was imputed and the imputed values were compared to the true values. This procedure was repeated 1,000 times. On the four datasets, this procedure yielded root mean squared errors (RMSE) of [.52, .54, .50, and .56, respectively. Since standardization put variables on a half-SD scale, this means that the RMSE of imputation was about a quarter of an SD.

To estimate predictive accuracy in a fashion unbiased by overfitting, the primary analyses used cross-validation. A problem of ordinary $k$-fold cross-validation in this context is the dependency between subjects on the basis of treatment group. For example, Knowledge or Performance subjects were run in pairs, and the 30 subjects from Spotlight 2010 were spread
among 8 therapy groups ranging in size (not counting patients who were not subjects of the study or not analyzed) from 1 to 7. (Another instance of grouping, mentioned earlier, is that Knowledge or Performance grouped subjects into quartets in the process of determining dyads and treatment assignments. It had been planned to choose cross-validation folds according to quartet as well, but no record of the quartets exists.) If subjects in the same treatment group appeared in more than one cross-validation fold, we would expect this dependency to inflate estimates of predictive accuracy. Thus, we want to choose folds that are as similar in size as possible but keep treatment groups together. This problem was approached with a brute-force algorithm, enumerating all possible arrangements of treatment groups into 10 nonempty folds and randomly choosing among those arrangements that minimized the sum of squared differences between the fold sizes and the "ideal" fold size (the number of subjects divided by 10). For the analyses of Charlottesville and Spotlight 2007, which had no treatment groups beyond treatment condition and had less than 20 subjects (and hence tenfold cross-validation would leave at least one fold with only one subject), leave-one-out cross-validation was used.

With a selection of folds in hand, each fold in turn was treated as a test set, training each model on the remainder of the data and then having it predict the DV values in the selected fold. The elastic-net models require two tuning parameters, namely, the balance between the lasso and ridge penalties (the $L_1$ ratio) and the strength of the penalty ($\alpha$), so these were set with an inner round of fivefold cross-validation on the training set (i.e., on the training folds from the outer cross-validation). $L_1$ ratios were allowed to vary among $\{.01, .1, .25, .5, .75, .9, .95, .99, 1\}$, whereas $\alpha$ varied among 100 values set automatically by scikit-learn. Predicted values were compared to actual values with absolute error, which is less influenced by outliers than squared error.

**DVs**

In choosing which variables to use as DVs, DVs were selected that represent outcomes of likely practical interest. For example, the PCToMM-E is a measure of children's ability to reason about mental states, and one common reason autistic children may receive treatment is to improve such social skills. This practical approach is in keeping with the goal of the study, which is not to test a theory, but to make progress towards the effective use of pretreatment measures to make treatment decisions.

DVs were drawn from seven instruments, rescaling each to put the minimum of the scale on 0 and the maximum on 1. Here is a list of the instruments and clarification of the direction of scores:

- **HAQ subscales:** Higher scores mean greater agreement with the type of statement that corresponds to the subscale.
- **PCToMM-E:** Higher scores mean better theory-of-mind skills.
- **SAS:** Higher scores mean more anxiety.
- **SEL subscales:** Higher scores mean better ability to make mental inferences.
- **SIOS subscales:** Higher scores mean more of the behavior measured by the subscale.
- **SRS:** Higher scores mean more severe symptoms.
- **SSRS subscales:** Higher scores are better for the main subscales, but worse for internalizing and externalizing.
Primary analyses

Four families of predictive analyses were conducted. They are shown in the following tables. Each cell for the six models shows how accurately the model could predict the given DV; the rows under the heading "Improvement" show how much the predictive accuracy of the best critical model exceeded (or, when negative, undershot) that of the best baseline model, and hence, how much more accurately one could predict results of treatment given pretreatment variables beyond the pretreatment administration of the same instrument, the treatment condition, and any grouping variables.

- Table 1 uses an amalgamate dataset that combines data from three studies: Spotlight 2008, Spotlight 2010, and Charlottesville. This dataset includes only subjects who received SDARI. (Thus, treatment condition is not an IV.) It draws from the DHF, SAS, SRS, HAQ, SSRS-S, and SSRS-P for IVs, plus 2 dummy variables indicating study, for a total of 45 IVs.
- Table 2 uses data from Charlottesville. It differs from the amalgamate analysis of Table 1 in that it includes subjects who received skillstreaming rather than SDARI, and it includes some IVs and one DV that were not included in the amalgamate analysis because they were not present in Spotlights 2008 and 2010. It uses the same IVs as the amalgamate analysis (minus the study variables) plus the SCQ, the PCToMM-E, and treatment condition, for a total of 46 IVs.
- Table 3 uses data from Spotlight 2007. It draws from the DHF (gender and age only), BDI-Y, CBCL, DANVA-2, EDI, SRS, SSRS-S, and SSRS-P for a total of 37 IVs. Since each instrument (besides the DHF) was administered several times before and after treatment, this analysis used within-subject means of each IV and DV. Administrations during treatment were ignored.
- Table 4 uses data from Knowledge or Performance. It draws from the DHF, ADOS, DANVA-2, CABS, DMQ, SCQ, SCT, SEL, SIOS, SRS, and WISC for IVs, plus the treatment condition, for a total of 45 IVs.
Table 1. Mean absolute error (MAE) of prediction for each dependent variable and model with the amalgamate dataset (which combines subjects from Spotlight 2008, Spotlight 2010, and Charlottesville). Sample sizes vary because subjects were excluded from analyses for which they were missing on the dependent variable. "Improvement" compares the best MAE among the critical models to the best MAE among the baseline models; differences are positive when one of the critical models was more accurate than all the baseline models.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>SAS</th>
<th>SRS</th>
<th>RAQ</th>
<th>SSRS-S</th>
<th>SSRS-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>45</td>
<td>44</td>
<td>36</td>
<td>36</td>
<td>45</td>
</tr>
<tr>
<td>Baseline models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trivial</td>
<td>0.104</td>
<td>0.097</td>
<td>0.189</td>
<td>0.206</td>
<td>0.222</td>
</tr>
<tr>
<td>OLS-Reduced</td>
<td>0.082</td>
<td>0.071</td>
<td>0.132</td>
<td>0.148</td>
<td>0.122</td>
</tr>
<tr>
<td>ENet-Reduced</td>
<td>0.089</td>
<td>0.068</td>
<td>0.143</td>
<td>0.157</td>
<td>0.150</td>
</tr>
<tr>
<td>Critical models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENet-Main</td>
<td>0.097</td>
<td>0.074</td>
<td>0.136</td>
<td>0.172</td>
<td>0.150</td>
</tr>
<tr>
<td>ENet-Interact</td>
<td>0.095</td>
<td>0.078</td>
<td>0.134</td>
<td>0.183</td>
<td>0.150</td>
</tr>
<tr>
<td>RF</td>
<td>0.089</td>
<td>0.073</td>
<td>0.110</td>
<td>0.173</td>
<td>0.171</td>
</tr>
<tr>
<td>Improvement</td>
<td>−0.007</td>
<td>−0.006</td>
<td>−0.022</td>
<td>−0.025</td>
<td>−0.028</td>
</tr>
<tr>
<td>Ratio</td>
<td>1.079</td>
<td>1.086</td>
<td>0.836</td>
<td>1.166</td>
<td>1.223</td>
</tr>
</tbody>
</table>

Table 2. Mean absolute error of prediction for each dependent variable and model with data from Charlottesville.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>SAS</th>
<th>SRS</th>
<th>RAQ</th>
<th>SSRS-S</th>
<th>SSRS-P</th>
<th>PTCeMM-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>Baseline models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trivial</td>
<td>0.120</td>
<td>0.106</td>
<td>0.221</td>
<td>0.279</td>
<td>0.292</td>
<td>0.225</td>
</tr>
<tr>
<td>OLS-Reduced</td>
<td>0.107</td>
<td>0.095</td>
<td>0.141</td>
<td>0.090</td>
<td>0.096</td>
<td>0.153</td>
</tr>
<tr>
<td>ENet-Reduced</td>
<td>0.102</td>
<td>0.084</td>
<td>0.133</td>
<td>0.094</td>
<td>0.101</td>
<td>0.146</td>
</tr>
<tr>
<td>Critical models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENet-Main</td>
<td>0.139</td>
<td>0.097</td>
<td>0.208</td>
<td>0.150</td>
<td>0.108</td>
<td>0.204</td>
</tr>
<tr>
<td>ENet-Interact</td>
<td>0.137</td>
<td>0.102</td>
<td>0.149</td>
<td>0.177</td>
<td>0.156</td>
<td>0.178</td>
</tr>
<tr>
<td>RF</td>
<td>0.107</td>
<td>0.094</td>
<td>0.177</td>
<td>0.176</td>
<td>0.140</td>
<td>0.208</td>
</tr>
<tr>
<td>Improvement</td>
<td>−0.005</td>
<td>−0.010</td>
<td>−0.016</td>
<td>−0.060</td>
<td>−0.012</td>
<td>−0.032</td>
</tr>
<tr>
<td>Ratio</td>
<td>1.051</td>
<td>1.117</td>
<td>1.124</td>
<td>1.671</td>
<td>1.120</td>
<td>1.219</td>
</tr>
</tbody>
</table>

Table 3. Mean absolute error of prediction for each dependent variable and model with data from Spotlight 2007.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>SRS</th>
<th>SSRS-S</th>
<th>SSRS-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample size</td>
<td>17</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td>Baseline models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trivial</td>
<td>0.107</td>
<td>0.119</td>
<td>0.160</td>
</tr>
<tr>
<td>OLS-Reduced</td>
<td>0.071</td>
<td>0.056</td>
<td>0.116</td>
</tr>
<tr>
<td>ENet-Reduced</td>
<td>0.074</td>
<td>0.055</td>
<td>0.121</td>
</tr>
<tr>
<td>Critical models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENet-Main</td>
<td>0.082</td>
<td>0.076</td>
<td>0.122</td>
</tr>
<tr>
<td>ENet-Interact</td>
<td>0.075</td>
<td>0.079</td>
<td>0.125</td>
</tr>
<tr>
<td>RF</td>
<td>0.086</td>
<td>0.081</td>
<td>0.114</td>
</tr>
<tr>
<td>Improvement</td>
<td>−0.005</td>
<td>−0.021</td>
<td>+0.002</td>
</tr>
<tr>
<td>Ratio</td>
<td>1.068</td>
<td>1.390</td>
<td>0.979</td>
</tr>
</tbody>
</table>
Table 4. Mean absolute error of prediction for each dependent variable and model with data from Knowledge or Performance.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>SEL</th>
<th>SIOS</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Figurative speech</td>
<td>Irony</td>
<td>Contrary emotions</td>
</tr>
<tr>
<td>Sample size</td>
<td>39</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>Baseline models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trivial</td>
<td>0.282</td>
<td>0.298</td>
<td>0.205</td>
</tr>
<tr>
<td>OLS-Reduced</td>
<td>0.318</td>
<td>0.273</td>
<td>0.266</td>
</tr>
<tr>
<td>ENet-Reduced</td>
<td>0.311</td>
<td>0.275</td>
<td>0.235</td>
</tr>
<tr>
<td>Critical models</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ENet-Main</td>
<td>0.320</td>
<td>0.305</td>
<td>0.235</td>
</tr>
<tr>
<td>ENet-Interact</td>
<td>0.318</td>
<td>0.295</td>
<td>0.216</td>
</tr>
<tr>
<td>RF</td>
<td>0.330</td>
<td>0.310</td>
<td>0.247</td>
</tr>
<tr>
<td>Improvement</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>-0.036</td>
<td>-0.023</td>
<td>-0.011</td>
</tr>
<tr>
<td>Ratio</td>
<td>1.127</td>
<td>1.083</td>
<td>1.055</td>
</tr>
</tbody>
</table>

Overall, we see that the critical models, with their variety of pretreatment variables, are not helpful for predicting treatment outcomes. Most improvement differences are negative and improvement ratios are greater than 1, meaning that adding pretreatment variables only worsened predictive accuracy. The best improvement is for the HAQ hostile attributions scale in Table 1, which has a difference of +.02 (about a fiftieth of the way along the zero-to-one scale) and has 84% of the error of the best baseline model.

Why did the critical models fail, in this sense? It is useful to compare the nontrivial baseline models, namely OLS-Reduced and ENet-Reduced, to Trivial. To the degree that the instrument used as a DV has good retest reliability, and the treatment condition (when there is a treatment IV) makes a difference, we should see at least one of OLS-Reduced and ENet-Reduced improve on Trivial. This is indeed the case for most DVs, although there are some exceptions (e.g., three of the four SEL subscales in Table 4), and the degree of improvement over Trivial varies substantially between DVs. Improvement of OLS-Reduced and ENet-Reduced over Trivial gives us confidence that the DV is not all noise, because it is connected to pretreatment scores and treatment condition in a systematic fashion. At the same time, OLS-Reduced and ENet-Reduced nowhere achieve perfect accuracy, so there is residual variability for the critical models to predict. Thus, the findings generally suggest that the wide variety of pretreatment variables considered in this study are not, in fact, useful for predicting treatment outcomes.

Secondary analyses

It is often worthwhile to compare predictive accuracy to strength of association. Such an exercise illustrates the gap between predictive accuracy and association despite how the latter is often mistaken or otherwise substituted for the former, and exemplifies how association can be strong even when predictive accuracy is poor. In the case of this study, all the datasets examined have as many IVs as cases or more, so association for every DV would be perfect or near perfect given a suitable model.

Association can still be examined on a variable-by-variable basis with simple correlation. Table 5 through Table 8 present all IV–DV correlations in each of the datasets used in the primary analyses. For simplicity, missing values have been dropped pairwise, rather than imputed. We see that, discounting relationships between two administrations of the same scale or between a scale and one of its own subscales, absolute correlations top out at .64, .93, .76, and .53, respectively. By simulating some bivariate standard normal data with these correlations, and dividing the MAE of the DV estimated with the IV by the MAE of the DV estimated with its median, we get a figure analogous to the improvement ratios in the bottom rows of Table 1.
through Table 4. Correlations of .64 and .53 correspond to ratios of .85 and .97, meaning a reduction of no more than 15% of the absolute error. This suggests that the amalgamate Knowledge or Performance datasets lack any univariate relationships strong enough to leverage for prediction. On the other hand, correlations of .93 and .76 correspond to ratios of .38 and .70, which is a reduction of 62% for Charlottesville and 30% for Spotlight 2007. Such improvements in predictive accuracy, especially the former, could indeed be useful in practice. Perhaps these correlations represent predictively useful relationships in the data that the predictive models failed to pick out. However, since cherry-picking strong correlations like this constitutes data dredging, and this analysis has not attempted to distinguish association from prediction, it is unlikely that these results would generalize.

Table 5. Pearson correlations between all IVs and DVs in the amalgamate dataset (which combines subjects from Spotlight 2008, Spotlight 2010, and Charlottesville).
Table 6. Pearson correlations among all IVs and DVs in data from Charlottesville.

<table>
<thead>
<tr>
<th>Treatment variable</th>
<th>SAS</th>
<th>SRS</th>
<th>SRS-S</th>
<th>SRS-P</th>
<th>PCT/AM-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IAQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cognition</td>
<td>-0.19</td>
<td>-0.18</td>
<td>0.01</td>
<td>0.10</td>
<td>0.06</td>
</tr>
<tr>
<td>Disability</td>
<td>-0.20</td>
<td>-0.19</td>
<td>0.02</td>
<td>0.11</td>
<td>0.07</td>
</tr>
<tr>
<td>Functioning</td>
<td>-0.18</td>
<td>-0.17</td>
<td>0.03</td>
<td>0.12</td>
<td>0.08</td>
</tr>
<tr>
<td>Health status</td>
<td>-0.17</td>
<td>-0.16</td>
<td>0.05</td>
<td>0.14</td>
<td>0.10</td>
</tr>
<tr>
<td>Mood</td>
<td>-0.16</td>
<td>-0.15</td>
<td>0.07</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Pain</td>
<td>-0.15</td>
<td>-0.14</td>
<td>0.09</td>
<td>0.17</td>
<td>0.13</td>
</tr>
<tr>
<td>Physical function</td>
<td>-0.14</td>
<td>-0.13</td>
<td>0.11</td>
<td>0.20</td>
<td>0.16</td>
</tr>
<tr>
<td>Psychological</td>
<td>-0.13</td>
<td>-0.12</td>
<td>0.12</td>
<td>0.21</td>
<td>0.17</td>
</tr>
<tr>
<td>Role function</td>
<td>-0.12</td>
<td>-0.11</td>
<td>0.14</td>
<td>0.22</td>
<td>0.18</td>
</tr>
<tr>
<td>Social function</td>
<td>-0.11</td>
<td>-0.10</td>
<td>0.16</td>
<td>0.23</td>
<td>0.20</td>
</tr>
<tr>
<td>Self-care</td>
<td>-0.10</td>
<td>-0.09</td>
<td>0.18</td>
<td>0.24</td>
<td>0.21</td>
</tr>
<tr>
<td>Self-esteem</td>
<td>-0.09</td>
<td>-0.08</td>
<td>0.20</td>
<td>0.27</td>
<td>0.24</td>
</tr>
<tr>
<td>Sleep</td>
<td>-0.08</td>
<td>-0.07</td>
<td>0.21</td>
<td>0.28</td>
<td>0.25</td>
</tr>
<tr>
<td>Vitality</td>
<td>-0.07</td>
<td>-0.06</td>
<td>0.22</td>
<td>0.29</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Table 7. Pearson correlations among all IVs and DVs in data from Spotlight 2007.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>SAS</th>
<th>SRS</th>
<th>SRS-S</th>
<th>SRS-P</th>
<th>PCT/AM-E</th>
</tr>
</thead>
<tbody>
<tr>
<td>Treatment variable</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cooperation</td>
<td>0.17</td>
<td>0.16</td>
<td>0.34</td>
<td>0.37</td>
<td>0.30</td>
</tr>
<tr>
<td>Help</td>
<td>0.14</td>
<td>0.13</td>
<td>0.24</td>
<td>0.26</td>
<td>0.16</td>
</tr>
<tr>
<td>Satisfaction</td>
<td>0.13</td>
<td>0.12</td>
<td>0.25</td>
<td>0.28</td>
<td>0.17</td>
</tr>
<tr>
<td>Support</td>
<td>0.12</td>
<td>0.11</td>
<td>0.26</td>
<td>0.29</td>
<td>0.18</td>
</tr>
<tr>
<td>Assistance</td>
<td>0.11</td>
<td>0.10</td>
<td>0.27</td>
<td>0.30</td>
<td>0.19</td>
</tr>
<tr>
<td>Assistance</td>
<td>0.10</td>
<td>0.09</td>
<td>0.28</td>
<td>0.31</td>
<td>0.20</td>
</tr>
</tbody>
</table>
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Below are presented follow-up analyses to the evaluations of predictive accuracy in which counterfactual predictions are examined. "Counterfactual prediction" refers to having models generate predictions of outcomes under scenarios such as subjects having received a different...
treatment from what they did receive, or subjects having different values on one or more pretreatment measures. Of particular interest is simulating general populations of subjects and predicting treatment results for them, giving an idea of the consequences of making a given treatment the standard of care. As mentioned above, none of the critical models were particularly successful; they improved on the baseline models modestly at best. This means that complex counterfactual analyses of the sort just described will be at best modestly more accurate than estimating treatment outcomes on the basis of pretreatment state and treatment condition alone.

With the foregoing caveat, we can at least perform counterfactual analyses to provide possible predictive connections that future studies might try to verify and explore in more detail. Considered are three DVs with relatively good performance from the three largest of the four datasets:

- The externalizing subscale of the SSRS-P from the amalgamate dataset (in Table 1, improvement difference +.013, improvement ratio .900)
- The self-control subscale of the SSRS-S from Spotlight 2007 (Table 3, improvement difference +0.019, improvement ratio .874)
- Low-level socializing as measured on the SIOS from Knowledge or Performance (Table 4, improvement difference +0.002, improvement ratio .983)

**SSRS-P externalizing.**

In the amalgamate dataset, all subjects received SDARI, so it was not possible to estimate how subjects would have fared with no treatment or a different treatment. It was still possible to estimate the distribution of posttreatment scores for a general population. To determine what IVs to consider, the best-performing critical model for this DV (RF) was to used to produce IV importances (measured as mean decrease in node impurity (variance of left branch plus variance of right branch) across all the trees in the random forest; Breiman, 1984), normalized to sum to 1 across all IVs. The most important IVs were the pretreatment measure of the DV, SSRS-P externalizing, at .49, and age, at .11; the remaining IVs had importances less than .05. The following algorithm was used to simulate 10,000 subjects:

- Choose a gender, male or female, with equal probability. (Although gender had a low importance of 0.003, it is needed to select SSRS-P scores later because the SSRS-P norms are stratified by gender.)
- Choose an age, an integer from 8 to 17 inclusive (the range of the data), with equal probability (since ages among living Americans seem to be about uniformly distributed in this interval; United States Census Bureau, 2014).
- Choose a problem-behaviors score using the gender-specific percentiles in the SSRS-P norms. Norms for externalizing specifically are not listed in the SSRS-P forms, but problem-behaviors scores are simply the sum of externalizing and internalizing, and a simple linear regression model was fit in the amalgamate dataset to infer (pretreatment) externalizing on the basis of problem behaviors. The root mean squared residual from this model is used as the SD of an error term which is then added to the output.
- Choose a posttreatment externalizing score by using a random forest (fit to age, gender, and pretreatment externalizing in the amalgamate dataset) and adding normally distributed error with SD set to the root mean squared error of prediction, and rounding the result.

Figure 1 shows the distributions of the simulated pretreatment and posttreatment
externalizing scores. The externalizing scores are shown on their original 0 to 12 scales rather than the 0 to 1 scales used for all DVs in the primary analyses, since the discrete nature of the data plays a role in the simulation. We see that treated children are generally expected to be higher in externalizing than untreated children. Indeed, looking within-subjects in the simulated data, 75% of subjects are higher in externalizing after than before treatment, and the expected change in externalizing from treatment is +2.3 points. In short, this analysis predicts that one consequence of use of SDARI in the population would be to moderately increase children's externalizing behavior, as perceived by their guardians.

Figure 1. The distribution of simulated SSRS-P externalizing scores in a population of American children ages 8 to 17 before (solid line) and after (dashed line) treatment with SDARI.

SSRS-S self-control.

In Spotlight 2007, some subjects received treatment (namely, SDARI), whereas others did not. What outcomes would we have seen had each subject been assigned to the opposite condition? As before, the best-performing model was RF, so a random forest was used to make predictions. Figure 2 shows predictions alongside actual pretreatment and posttreatment scores. (Here, "posttreatment" refers only to a point in time, since the control condition was no treatment at all.) The figure portrays a complex picture where predicted posttreatment scores are usually (but not always) nearer the posttreatment scores for the other condition than they are to the pretreatment scores. Moreover, the model predicts SDARI as better than nothing for some
subjects, but worse for others. Of the 8 untreated subjects, 3 are predicted to have been better off with SDARI, and of the 9 treated subjects, 5 are predicted to have been better off with nothing. Across all subjects, regarding actual and predicted outcomes equally, no treatment led to a +0.37 change in self-control, while SDARI led to a +0.35 change in self-control. The model thus predicts that in general, no treatment improves self-reported self-control more than SDARI does, but the difference is very small. More important is the condition-neutral improvement over time.

Figure 2. SSRS-S self-control scores before and after treatment. Subjects are sorted by pretreatment score. Solid squares and solid circles show observed pretreatment and posttreatment scores, whereas empty circles show predicted posttreatment scores. Blue circles indicate treatment with SDARI and red circles indicate no treatment other than the passage of time. Predictions have not been rounded.

This analysis, however, only considered the 17 subjects actually included in Spotlight 2007, with their particular combinations of IV values. Also presented here are simulated posttreatment scores for a general population. As with the previous population simulation, the process began by calculating IV importances according to the random forest. The most important IVs were BDI-Y (.145), CBCL thought problems (.105), and CBCL aggression (.092). The pretreatment SSRS-S
self-control (0.066) was relatively unimportant, and the treatment condition (.001) was the least important IV. (The treatment having low importance is consistent with the previous analysis and also the fact that the critical models outperformed the baseline models the most for this DV.) The literature was able to provide means and SDs of the BDI-Y (Stapleton et al., 2007) and CBCL subscales (to be exact, percentile ranks for CBCL subscales; Mazefsky, Anderson, Conner, & Minshew, 2010) from samples larger than Spotlight 2007 itself, but not any reports on the relationship between CBCL subscales or between CBCL subscales and the BDI-Y. Hence, there was employed a simple simulation algorithm of drawing BDI-Y, CBCL thought problems percentile rank, and CBCL aggression percentile rank from a multivariate normal distribution with means and SDs from Stapleton et al. (2007) and Mazefsky et al. (2010) and a correlation matrix from Spotlight 2007.

Figure 3 shows the results of 10,000 simulated subjects. The distributions are very similar, indicating, again, a small treatment effect. This analysis, however, indicates that the overall treatment effect is beneficial. Within-subjects, 47% are better off with SDARI, 42% are better off with no treatment, and the remaining 11% have the same self-control score both ways; the mean difference is +.31 in favor of SDARI. Taken together, the two analyses of SSRS-S self-control scores suggest that no treatment would have been better (or roughly equivalent) for the children who happened to have been sampled for Spotlight 2007, but SDARI would be better for the general population.

![Figure 3. The distribution of simulated SSRS-S self-control scores after no treatment (solid line) or SDARI (dashed line).](image-url)
SIOS low-level socializing.

It was intended to perform an analysis of counterfactual treatments for SIOS low-level socializing in Knowledge or Performance, as was done for SSRS-S self-control scores in Spotlight 2007. Here the best-performing model was ENet-Interact, so an elastic-net regression model with first-order interactions was fit to the Knowledge or Performance data. However, none of the 9 coefficients that the model chose to be nonzero (out of 1,032 coefficients total) were for the treatment term or an interaction with treatment. (Elastic-net regression, similar to the lasso, may shrink coefficients it decides are of low predictive value all the way to 0.) ENet-Main produced a similar result, with none of the 6 nonzero coefficients (out of 45) being the treatment condition. Hence, these models predicted no effect of treatment condition at all. In other words, the knowledge-training and performance-training interventions seemed to have the same effect on low-level socializing. This is consistent with how OLS-Reduced and ENet-Reduced underperformed Trivial for this DV: the treatment condition, along with pretreatment low-level socializing, had no predictive value for posttreatment low-level socializing. We can infer that SIOS low-level socializing had low retest reliability, suggesting that it could be not have been accurately predicted by anything.
Discussion

Four analyses spanning five datasets and dozens of variables attempted to predict the outcomes of behavioral treatments for autism. Treatment condition, and pretreatment administrations of the same instrument used for the DV, had some predictive value. But other variables had little to no predictive value, contrary to the goal of predicting individual treatment response. Some follow-up analyses were also performed although their conclusions were weakened by the poor results for predictive accuracy. These suggested that if a certain group psychotherapy, SDARI, were applied to general populations of children, treated children would have somewhat more self-control (in their own perceptions) but would externalize somewhat more (in their guardians' perceptions). A follow-up predictive analysis for low-level socializing seemed to be foiled by the low reliability of the instrument.

Potential explanations

Why did the present study fail to obtain good predictive accuracy? The most mundane possible explanation is sample size. The largest sample considered in the primary analyses had 45 subjects, which is large for a social-skills intervention study in autism, but not for typical behavioral research. Particularly troublesome is that in every primary analysis, the number of IVs met or exceeded the number of subjects. One of the advantages of elastic-net regression and random forests is that they can cope with wide datasets such as these, but wide data still makes them less effective than they otherwise would be. Intervention studies may need to expand substantially to investigate the predictive value of a large number of IVs.

Reliability of the DVs may also be to blame. For a surprisingly large number of DVs, both OLS-Reduced and ENet-Reduced failed to substantially improve on Trivial, and in some cases even performed worse. This means the DV had poor retest reliability, because knowing subjects' pretreatment was of little use for predicting their posttreatment scores. Although reliability traditionally receives much less attention in psychometric research than validity, it is an important quality of any test and should not be neglected (Thorndike & Thorndike-Christ, 2010).

A deeper possibility is that something is lacking in the conventional batteries of pretreatment measures given to subjects in outcome studies. So long as treatment can be kept relatively consistent and outcome measures are sufficiently reliable, it stands to reason that differences in treatment outcomes should lie in the many ways that subjects differ before the treatment begins. The tests used in this study, at least, seem to have missed the important differences. The amalgamate and Knowledge or Performance datasets, especially, seemed to lack any correlations that could have been strong enough for good predictive accuracy. New kinds of tests may be necessary, such as examining subjects' immediate reactions to a miniature form of the treatment, similar to the 20-minute training sessions used in Knowledge or Performance. Perhaps a detailed theory of the causes of variability in response to a treatment (including ideas such as Stahmer et al.'s (2011) suggestion that ability to initiate joint attention influences the effect of treatment modality) could be used to develop new measures.
The counterfactual predictions in this study suggested both good news and bad news for SDARI. On the one hand, according to the SSRS-S, the net effect of SDARI is to increase self-control, but on the other, according to the SSRS-P, the net effect is to increase externalizing. One way in which these results might fit together is that they show a potential double edge of giving previously asocial children practice with socializing and encouragement to socialize. Without previous experience with social norms, children may be unfamiliar with, for example, the fine line between assertion and aggression. If typically developing children learn such social norms through practice in socializing at younger ages, SDARI patients must do this learning during and after treatment. We should then expect that so long as benefits of SDARI to social awareness and competence are sustained, negative effects on externalizing will be ameliorated over the course of further development.

It can also be helpful to examine these dual effects as a kind of informant discrepancy. In the study of autism in children, versions of the same instrument for different informants—child, parent, and teacher—can yield systematically different results (Lerner et al., 2012; De Los Reyes, Lerner, Thomas, Daruwala, & Goepel, 2013). In particular, Lerner et al. (2012) observed that parents perceived their children as less socially competent than children perceived themselves, which agrees with the present study's findings for SSRS-S self-control versus SSRS-P externalizing. It makes sense that children with low social skills would overestimate their own abilities, because it is a general finding that incompetence coincides with overconfidence (Kruger & Dunning, 1999). Parents, in turn, might underestimate their children's social skills if they have a general bias to perceive their children as more vulnerable, analogous to Fessler, Holbrook, Pollack, and Hahn-Holbrook's (2014) finding that parents see threatening people as more threatening than non-parents do.

**Implications**

The findings of low predictive accuracy undermine the goal of using a variety of pretreatment measurements to predict treatment outcomes. It would be difficult to recommend administering a large number of tests to achieve an increase in predictive accuracy of the observed sizes. Like Arfer and Luhmann (2016), the present study poses difficulties for predictivism, which is the idea of focusing research on finding predictively accurate measures and statistical models. As Bone et al. (2015) and Chawarska et al. (2014) also found in their methodologically improved investigations of the themes pursued in Wall et al. (2012a), Wall et al. (2012b), and Macari et al. (2012), predictive accuracy can be elusive. Statistical significance and nonzero association are easy to come by—as stated by Meehl (1990) and illustrated by Standing, Sproule, and Khouzam (1991), "everything correlates to some extent with everything else." (p. 204)—but it may be that there are genuinely few good predictors for a given DV. In the realm of autism in particular, these failures of prediction should temper the present enthusiasm for individualized treatment. However popular individualized treatment, and however laudable the goal of maximizing individual outcomes, it seems unlikely that ad-hoc attempts to adapt treatment to individual circumstances, and thus predict how different patients will be affected by different treatments, will exceed these statistical attempts, given the overall inferiority of human prediction to formal methods (Dawes, Faust, & Meehl, 1989).

This is not to say that predictivism is a lost cause. There have certainly been studies that have succeeded in predicting variables including diagnosis of mental disorder and response to treatment, such as those described in the introduction. These studies suggest that more
technological and physiological methods such as neuroimaging and eye tracking, although more expensive and less convenient than questionnaire measures, may prove their worth by providing predictive value not otherwise available.

For autism researchers and treatment providers, perhaps the most important lesson to be learned from the present study is the difficulty of good individualization of treatment. As just mentioned, the failure to identify good statistical predictors of treatment response does not bode well for clinical prediction of treatment response, either. Hence, trying to individualize treatment may be unhelpful before future research identifies a specific effective strategy. Another important finding was that retest reliability can be poor even for measures that are well-established in autism research and treatment. Since reliability is necessary for validity, and a test with low validity for a given application is not useful for that application, it would be wise to view to take a critical look at such measures. Finally, predictive analysis of the kind conducted in the present study could be a useful way to evaluate autism-related tests. After all, in practice, the value of a test is that it tells the users of the test something they do not already know. Predictive accuracy is a direct measure of how accurate the test's claims about patients are.

Considerations for future work

Another infrequently mentioned issue regarding the choice of measures in research on autism treatment is that autism is not all bad news. In fact, it is not obvious that autism itself should be considered a disease to be cured rather than a non-pathological variation to be accepted (Pellicano & Stears, 2011; Kapp, Gillespie-Lynch, Sherman, & Hutman, 2013). After all, autism is not primarily defined in terms of negative affect (as depression is) or lack of ability (as mental retardation is) but in terms of habits, and the habits in question are not widely regarded as antisocial (as in the case of conduct disorder). Moreover, autism is associated with some cognitive benefits, such as improved performance in some visuospatial reasoning tasks (e.g., Ropar & Mitchell, 2001; Pellicano, Maybery, Durkin, & Maley, 2006) and better memory for the pitch of musical notes (e.g., Bonnel et al., 2003; Heaton, 2003). A small minority of autistic people, called savants, show one or more extraordinary talents, generally including a vast memory for a specialized topic (Treffert, 2009; Howlin, Goode, Hutton, & Rutter, 2009). These autism-related strengths might be useful for predicting treatment outcomes, particularly if the strengths can be leveraged to improve outcomes. It is also worth considering effects on areas of strength as treatment outcomes. If a treatment, in the process of increasing a person's social abilities to a more typical level, can also decrease his or her cognitive strengths to a more typical level, we must be careful not to throw the baby out with the bathwater. SDARI has some promise of this considering that it focuses on providing opportunities to practice socializing without trying to force patients to act more typical. Indeed, the finding of increased externalizing but also increased self-perceived self-control suggests that patients are trying out more socially oriented behavior on their own terms.

This said, none of the benefits of autism undo the social costs of autism discussed in the introduction; to simply not provide treatment to anybody would be to ignore a major source of disability. Rather, the benefits of autism are yet another factor that society as a whole, and clinicians and researchers individually, must be mindful of in order to meet the challenges of autism.
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